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CALIBRATION OF AN ITEM POOL FOR THE

ADAPTIVE MEASUREMENT OF ACHIEVEMENT

The majority of research in adaptive testing to date has been con-
cerned with ability testing (Weiss, 1973 , 1976). Very little adaptive test-
ing research has addressed itself to the unique problems of achievemen t
measuremen t (We iss, 1973 , pp. 40—41). Although frequently treated as if they
are highly similar in approach (e.g., English , Reckase , & Patience , 1977) ,
the adaptive measurement of ability and achievement can presen t quite differ-
ent problems. These dif fere nces arise , in part , from the differen t kinds of
item pools which are available for the measurement of ability vs. achievement.

In the measurement of ability , the test constructor defines the nature
of the item pool. Once the ability domain is specified , large numbers of test
items can be generated ; and the item pool can be defined to have whatever
characteristics are deemed by the test constructor to be psychometricall y
desirable. Thus, ability tests can be designed to be unidimen sional by
eliminat ing from the item pool those items which measure eztraneous dimensions.
Similarly, if an item pool is being developed for adaptive testing, the
ability test constructor can construct a unidimensional poo l which consists
of items with a wide range of difficulties and high discrimination s (e.g.,
McBrid e & Weiss, 1974). Based on the availability of such a pool , there is
little question of the applicability of such unidimensional models as those
from latent trait theory (e.g., Lord & Novick , 1968) or the strategies of
adaptive testing which have been designed to measure individual differences
within a unidimensional framework (Weiss, 1974).

In most practical achievement testing settings , howev er , test construc-
tors do not have the freedom to contruct the kind s of ideal item pools that
are possible in ability measurement. In the achievement testing environment ,
where the purpose is to measure what students have learned as a result of
some instruct ional exposure , the nature and extent of an item pool is largely
dictated by the content covered in the course. Thus, a course might convey
information on a var ie ty of topics which are part of the larger conten t
area defining the course hut are not so highl y correlated with each other
that they can be considered to be one d imension . Similarly, because these
separable content areas may he limited in scope , it may not he possible for
the test constructor to generate large numbers of test items in each content
area or to generate a pool of items large enough to meet the requirements
of some adaptive testing strateg ies.

Since adaptive testing in the ah iii lv domain has been shown to have
considerable promise (Lord , 1977; Ur rv , 1 97 7 ;  ~‘:eiss , 1~~7f~). it is appropriate
to determine whether it will he similarl y useful in applications to the unique
problems of achievement measurement. However , hecate~t of the d ifferences
in the characterist ics of the item pools , it ic necessar’: ir~ t to  examine
typ ical pools of achievement test i t e r ~s;  in th is w~ v it c m  he determined
whether the ’.’ can meet the c r i t e r i a  n ces ’~, I r v  tor the i r~y Jemen t ,it ion of 



current ly  available adaptive tes t ing models or whether  new models will be
required to implement the  adaptive measurement of achievement. This report
is addressed to tha t  quest ion .

AZternative Psychome tric Bases for Adaptive Testing

There are three general psychometric models on which the adaptive
measurement of achievement can be based : classical test  theory (Gulliksen ,
1950), order theory (Cliff , 1975, 1976), and item character is t ic  curve (ICC)
theory (Lord , 1974) .

CZcLssical test theory. In general , classical test theory cannot provide
an adequate psychometric  framework for  an adaptive achievement tes t ing
system. The obj ective of an adaptive tes t ing system is to individ ualize the
test for  each testee by selecting test  items on the basis of the testee ’s
responses to previously administered items . As a result , d i f f e r e n t  testees
respond to d i f f e r e n t  items . Since classical test  theory uses as i ts scoring
system the to ta l  number of correct answers to test items , testees of d i f f e r e n t
levels of achievement will be indistinguishable from one another if their
adaptive tests  are scored in this way.

The only method that  classical test theory has at its command for
dealing with an incomp lete response mat r ix  is mul t ip le—matr ix  samp ling (Lord
& Novick , 1968). However , although this technique is designed to estimate
the  mean achievement level of persons in a group, it canno t e f f i c i e n t ly
est imate  an individual ’s achievement score (Lord , 1977).  Furthermore , matr ix
sampling assumes that each individual in the sample takes a goup of items
selected at random from the pool. This assumption runs counter  to the
ph ilosophy of adaptive testing in which the objective is to select items for
each testee in a deliberately non—random manner.

Order theory. One method to circumvent the problems caused by different
persons comp let ing d i f f e r e n t  test  items is called order theory (C l i f f , 1975 ,
1976) . This theory is based on the fo rmat ion  of a tr iangular matr ix  which
orders individuals  using thei r  responses to some subset of items from an i tem
pool. One assump t ion of order theory is tha t  all items are Gut tman items ,
i.e., items which are perfectly disc rimina t ing. However , although this
assumption will yield great ly  reduced test  lengths , it is d o u b t f u l  tha t
Gut tma n items wil l  appear in typica l  achievement t e s t ing  s i t u a t i o n s .  By basing
i ts  procedures on Gut tm an items , order theory also makes very s trong assump-
t ions  about unid itn ens ional i ty——cons iderab l y s t ronger than those made by e i ther
classical test  theory or ICC theory . Order theory as a general system fo r
the measurement  of ind iv idua l  d i f f e r e n c e s  is qui te  new , and many of i ts  basic
problems and procedures  have yet to be adequate l y a r t i cu la ted. Perhaps
at  a l a t e r  d a t e  i t  wi l l  become a u s e f u l  system for  the adapt ive measurement
of achievement.

7~ r”, ’i:.~ ~~~~~~~~~~~~~~~~~~~~~~ ‘~~~~~
-
•

,, 
~~~~ Item characteristic curve (ICC) theory or

i t em response t h e o ry , w h i c h  has  been used to provid e a psychometr ic  basis
fo r  the  adap t ive  measurement  of a b i l i t y  ( e . g . ,  Lord , 1976; McBrid e & Weiss ,
1974; Urrv , 1976; Vale & Weiss , 1975a , b ) ,  may also provide an appropr ia t e
model for the adaptive measurement of achievement.
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Two properties of ICC theory are especially relevant in this context.
First , ICC theory provides a means for obtaining scores on the same metric
for persons who have completed different test items. As indicated earlier,
this is an essential requirement for adaptive tests. Second , under the assumptions
of ICC theory, the resulting score metric is invariant with respect to
population . Thus, if a set of data from a given group of testees can be
shown to meet the assumptions of ICC theory , it is possible to score all
individuals on the same equal interval scale regardless of the subgroup of
the population to which they belong .

• With these two advantageous properties , ICC theory provides the promise
of measurement which is not dependent upon either the set of test items a
person has answered or his/her population subgroup membership. There is, in
addition , a third advantage of ICC theory : it provides a flexible psychometric
framework for the development of criterion—referenced achievement tests. As
Hambleton & Cook (1977) note , there is likely to be a great degree of homogeneity
among items covering a single criter ion—referenced instructional objective.
As a result of this homogeneity, the basic assumption of uriidimensionality
required by ICC models is very likely to be satisfied .

Because of the degree of articulation of ICC theory and the development
of means for its implementation , it appears to be a viable approach to the
adaptive measurement of achievement. Furthermore , it is possible to test
the fit of a set of data to the theory prior to its use for the development
of an adaptive testing system.

Objective

Within the contex t of a practical achievement testing problem , this
report is concerned with the applicability of ICC theory to the measurement
of achievement. Specifically, its purpose is to 1) evaluate the fit of the
item characteristic curve model to items on a multiple—choice achievement
test; 2) investigate the dimensionality of an achievement test item pool with
respect to the unidimensionality assumption of latent trait theory; and 3)
determine whether the item parameters of ICC theory , within the context of an
achievement test , are invariant across different subgroups from a population .

The Achievement Measurement Context

The Course and Examination Procedures

This study used data from Biology 1—011 , an introduc tory biology course
open to all students at the University of Minnesota. Both majors and non—
majors in the natural sciences enroll in this course . Biology 1—011 is
offered every quarter. Quarterly enrollment ranges fr om 1000 to 1500 students ,
with the fall quarter tend ing to have the highest number of students.
S tudents are generally freshmen , but a subs tant ial number of sophomores and
a few juniors and seniors enroll in the course. The sexes are abou t equally
represented . Accord ing to the course staff , there seem to be no important

• changes in the demographic composition of the student body from quarter to
quarter. Instruction in the course is by means of videotaped lectures which
are shown on closed circuit television . The lectures do not change from
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quarter to quarter but are revised every two years. In addition to the
lectures, there is a compulsory laboratory.

Students are given two midquarter  examinations and a f inal  examination
each quarter. All examinations use multiple—choice items. The first mid—
quarter examination includes 55 questions and each student is required to
answer only 50 of them. It covers the areas of 1) chemistry, 2) the cell,
and 3) energy. The second midquarter examination also includes 55 questions,
of which 50 must be answered . It covers two additional content areas:
4) genetics and 5) reproduction and embryology. The f inal  examination
includes 110 items, of which only 100 must be answered . It covers the five
previous content areas plus two additional ones: 6) ecology and 7) evolution.

Table 1
Content Areas and Item Number Ranges

Content Area
Number Content Item Numbers

1 Chemistry 3C00—3200
2 The Cell 3201—3400
3 Energy 3401—3600
4 Hered ity/Genetics 3601—3800
5 Reproduc t ion and

Embryology 3801—4000
6 Ecology 4001—4200
7 Evolution 4201—4400

The Item Pool

The basic item pooi for this study consisted of item responses on the
two mid quar ter examinations and the f inal examination for winter and spring
quarters of 1976. Items were classified by content areas; items in each
content area were assigned numbers within the range shown in Table 1.

Table 2
Number of Items in the Item Pool by Test and Content Area

Content Area
Test 1 2 3 4 5 6 7 Total

Wl 21 22 12 55
Sl 19 25 11 55
W2 36 19 55
S2 2 35 18 55
WF 9 14 7 18 9 28 25 110 

17 11 3~ 25 110
Total 60 73 36 106 57 58 50 4~ 9__
Unique 53 60 33 101 48 52 47 394
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Table 2 shows the number of items in the item pool by source and content
area. In the first column of Table 2, the letters S and W refer to spring
and win ter quar ters , while 1, 2, and F refer to the test from which the items
were taken: the first midquarter , the second tnidquarter , and the f i na l
examination , respectively . Since some of the items were repeated between
the two quarters, Table 2 also shows the number of unique items in each
content area. The repeated items were used to test the invariance assumption
of ICC theory acro ss popu lation subsamp les.

Table 3 shows the number of unique items obtained from each of the exams
and the average number of testees who answered each of these items in the
tests used for calibration of the item pool.

Table 3
Number of Unique Items and Average

Number of Testees for Each Test

Number of Average Number
Test Unique Items of Testees

Wl 48 998
Sl 46 838
W2 52 934
S2 48 760
WF 99 888
SF 101 638

The initial goal of these analyses was to form two item pools for later
adaptive testing research. Each of these pools was to be designed for use
with one of the midquarter examinations. The dimensionality analyses reported
below are thus confined to these mid quarter item poois. The applicabilit y
analyses and the invariance anal yses , however , utilized items from the final
examinations.

A~~ licabiZity of the ICC Mode 7

An initial question to be answered in the use of ICC theory in a mult i—
content achievement test is whether app lication of the procedures of the
unidimensiona l ICC model to such test items would yield estimates of item
parameters which would be useful for adaptive testing . Since adaptive
tests function best when items ‘~pan a wide range of difficulties and have
relativel y high discriminating power (Urry, 1976; Vale & Weiss , l975b),
it is possible that typical achievement test items might not meet even
those minima l requirements. For example , it is possib~ e that because of the
v a ry i n g  c o n t e n t  in the item pool , item discriminations would be so low as
to indicate a gr~ at deal of heterogeneity in the test items . Therefore , the
f ir~ t set of ana. yses of the item pool involved the determination of item
parameter estimates for each item in the pooi and the examination of the
resulting estimates with regard to their utility for the construction of
adaptive tests.
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The ICC Mode Z

Because the items were multiple—choice , a three—parameter ICC model
for d ichotomous item responses was appropriate. This model has been described
in detail by Hambleton & Cook , 1977; Lord & Novick , 1968 , Ch. 17; and McBride
& Weiss, 1974. The model assumes that the item characteristic curve for an
item can be completely described by three parameters: a, the discrim ina t ing
power of the item , which is proportional to the maximum slope of the ICC at
its point of inflection ; b , the item difficulty , which specifies the location
on the underlying trait continuum at the point of inflection of the ICC; and
..~~, the “guessing” parameter , which is the probability of a correct response
to the item for a testee of infinitely low trait level and is sonetinmes
de scribed as the probability of a correct response by random guessing.

c ~c~’i Parameters

Procedure. The process of estimating item parameters in ICC test
theory is essentially a curve—fitting procedure. An item characteristic
curve is fit for each item based on the item responses of a group of testees.
Because “best fit” may be defined in several ways , there are different
estimation procedures (see Hambleton & Cook , 1977 , p. 89). The procedure
used here was based on a logistic ICC model using a minimum X

2 definition
of fit , as operationalized in lirry ’s ESTEM program (see Urry , 1976 , p. 99).

As def ined by Urry , the best—fitting curve is the one that minimizes
the criterion

1
= ~ [r .-n.P~~(~~) ]

2 [~~ .P (,)~~~(~T) 1-’ [1]
~ ~=o ‘~

where ~~~~. = the number of testees at score . ,  who correctl y answer item g,

n . the number of testees who obtain a score of ,

is the expected proportion of correct responses to item ~,

among those with a score of ,,

~~ C )  = [l-i ~~~~~~

is the number of items in the test .

Cr ry ’s computing algorithm consists of two stages. During the first stage ,
for a given item the procedure increments the value of (the guessing
parameter) from .02 to .30. At each increment , values of and h consistent
with are found. That is, several trial ICC ’s are generated . Then , for each
of these trial ICC ’s, Equation 1 is computed . The parameters corresponding
to the equation that yield a minimum value of )(2 are taken as initial estimates.
These estimates ar e  refined by a method known as ancillary estimation ,
which was developed by Fisher (1950). They are refined further
at the second stage , which is identical to the first , except tha t a Bayes
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modal estimate of trait level (Samej ima , 1969) is used as the metric ,
rather than the standarized raw scores used in the first stage.

Evaluation of the estimation procedure. The accuracy and efficiency
of the ESTEM program has been tested in computer simulations with synthetic
data (Gugel, Schmidt & Urry , 1976; Urry , 1976) , using sample sizes ranging
from 500 to 3000 and test lengths ranging from 50 to 100 items. In these
studies two criteria have been used in evaluating the estimates yielded by
the program. The first evaluative criterion was the root mean square (R14SE)
which was defined as

n~~~ 4
RMSE = __________ [2 ]

where a is an estimated parameter value for the ,~th item ,

a is the known parame ter value from which the synthetic data were
generated ,

n is the number of items .

Their second evaluative criterion was simply the Pearson product—moment
correlation between the estimated parameter value and the known parameter
value .

Root mean square error is a measure of the discrepancy between the value
of the parameter estimate and the numerical value of the generating parameter;
it includes both sampling fluctuations and bias. Its usefulness is limited
to comparing estimates of the same parameter across different situations
since it is scale dependent. The correlation coefficient , on the other hand ,
is scale free and can be used in intra— as well as inter—parameter comparisons.

The simulation studies by Cugel , Schmidt , & Urry (1976) provide some
data with which to evaluate the applicability of ESTEM ’s item parameter
estimation procedures for the data base available in the presen t study
(i.e., testee groups of between 600 and 1,000 persons and test lengths of
50 or 100 items). Table 4 shows results from the simulation studies of a
50— item test for 500 and 1,000 simulated testees.

Tab le 4
RMSE and Correlation of Estimate and Parameter Values for the

o , b and c Parameters  for  50 r t em s and Two Sample Sizes
[From Gugel, Schmidt and Urry (1976)1

RNSE Cor rela tion
—

~~~~ •~~~

500 .472  .259 .077 .780 .989 .454
1000 .326 .209 .078 .908 .990 .492

~ 

.;.• 
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As Table 4 shows , for a 50—item test (similar to the mid quar ter
examinations used in this stud y) more accurate estimates of the parameters
were generally obtained wi th  the larger group of simulated testees. For
example , the RNSE values for the final estimates of the a parameter  were
. 4 7 2  for  N=500 and .326 for  N=l ,000. The correspond ing correlations were
. 780 and .908. The improved accuracy of es t imat ion as N increased occurred
for the b and c parameters as well. It should be noted , however , that for
50—item tests for the two samp le sizes the b parameter is very accurately
estimated regardless of sample size , the a parameter  is f a i r ly well estimated ,
and the c parameter is poorly estimated (r’ .454 and .492).

Table 5 shows the results of the Gugel et al. simulation study corr-
esponding to the maximum sample size used in the present study (Nl ,000).
The test lengths in Table 5 vary from 50 to 100 to reflect the lengths of
the mid quarter and final examinations used here. As Table 5 shows, for a
fixed number of persons , increases in the number of items do not generally
result in r~Jre accurate parameter estimates. For the b parameter , which
is very accurately estimated with 1,000 cases , the accuracy improves from
r=.990 to .996. The o parameter , which is poorly estimated at A~ l,000 , shows
increases from r= .492 to .627. For the a parameter there is no clear trend
in the correlations , with the highest accuracy at 50 items (r= .908) and the
lowest at 60 items (r= .842). The results for the three parameters , using the
RNSE criterion , show no clear trends either.

Table 5
RNSE and Correlation of Estimate and Parameter Values for

Parameters ~.z, b and c for a Sample Size of 1000 at Three Test Lengths
— 

[From Gugel , Schmidt and Urry (1976)]

Number of RNSE Correlation
Items a b c a b c

50 .326 .209 .078 .908 .990 .492
60 .322 .144 .062 .842 .995 .558
80 .261 .166 .073 .879 .993 .550
100 .240 .162 .062 .863 .996 .627

The results from Table 4, together with those from Table 5, show that with
the numbers of testees and numbers of items used in this study, the b para-
meter (item difficulty) is very accurately estimated , while the a (discrimin-
ation) and (guessing) parameters are less well estimated by this procedure .

~~~~~~~ for excZud~n~ ~~ems. Urry ’s item calibration program does not
report 11CC item parameters for an item if the calculated parameters meet
any of the following criteria:

1. z less than .80
2. b less than —4.00 or greater than 4.00
3. g r e a t e r  than  .30.

These rejection criteria are applied to the items onl y in the first phase
of the calibration procedure. The final parameters of the items that are not
excluded in the first phase are allowed to vary unrestrained in the second

- -— -— .— ~~~. . . —. •~~~~
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phase of calibration. Those items that were rejected in the first phase of
the program were excluded from further analyses.

Results

Excluded items. Table 6 shows the number and percentage of items in
each content area which did not meet the criteria specified by Urry ’s
calibration program. Of the 394 unique ( i . e . ,  non—repeated) items in the
pool , 85 (or 22%) met one or more of Urry ’s exclusionary criteria.  The
percentage of items lost by content area varied from 9% for content area 3
(energy) to 33% for content area 6 (ecology). Almost without exception , the
items which were excluded by the calibration program had very low point—
biserial correlations with total score. This indicates that most of the
rejected items were excluded because of low estimates of the a parameter
for  these items .

Table 6
Number of Items Lost in the Calibrat ion Process

by Test and Content Area
Content Area

Test 1 2 3 4 5 6 7 Total

Wi 8 5 2 15
Si 4 4 1 9
W2 5 6 11
S2 1 4 3 8
WF 1 2 2 1 4 4 14
SF 2 2 2 3 13 6 28

Total 16 13 3 13 13 17 10 85

Percent of
Unique Items 30 22 9 13 27 33 21 22

Item pooi characteristics. ICC item parameter estimates for  all the
items in the pool which survived the calibration procedure are shown in
Appendix Table A, along with the sources from which they were taken . Table 7
shows the mean , standard deviat ion ( S . D . ) ,  and range of values for  each ICC
parameter estimated for the items in each content area. The final line in
Table 7 contains the same statistics , computed for the 309 items in the
final pool.

As Table 7 shows , the  mean d iscr iminat ion  (a) within content areas
varied from 1.09 to 1.32. The lowest a values were .63 and the highest was
4.68. The d i f f i c u l t i e s  wi th in  content areas were generally centered
around zero , with the exception of content area 3, which had items of relative—
ly h igh  average d i f f i c u l t y  (b= .92) . The item d i f f i c u l t i e s  wi th in  content
areas ranged from about —1.75 to about 2.50 , with some differences among content
areas. The c parameters for these four—choice items averaged between .24 and
.34 and ranged f rom .00 to .65. 

— .~~ —• .——— ~~~~~~ . — ~~- -•  ~~~~~~~~~~~~~~~~~~~~~~~~~
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• Table 7
Mean , Standard Deviation , and Range of I tem Parameter Est imates

by Content Area for Total I tem Pool
Content Area Total

Parameter Item
and S ta t i s t ic  1 2 3 4 5 6 7 Pool

Number of Items 38 47 29 87 36 35 37 309

a (discrimination)
Mean 1.20 1.23 1.32 1.17 1.26 1.09 1.16 1.20
S.D.  .35 .60 .80 .41 .60 .39 .36 .50
Low 2 .40  3.54 4 .68  3 .66 3.88 2.03 2 . 2 2  4 .68

- • High .75 .67 .65 .63 .73 .63 .63 .63

b (d iff iculty)
Mean — .24 .06 .92 .17 .15 — .46 .13 .10
S.D.  1.03 1.26 1.06 1.15 1.18 1.29 1.28 1.22
Low 2 .48  2 .49  3.02 3.21 2 . 6 2  2 .55  2 . 7 0  3.21
High —1.76  — 1 . 7 7  — 1 . 5 6  —1.80 — 1 . 7 4  —1.88 — 1 . 6 9  —1.88

c (guess ing)
Mean .28 .25 .34 .32 .32 .24 .29 .29
S.D. .09 .09 .13 .12 .14 .11 .12 .12
Low .51 .44 .60 .65 .64 .47 .58 .65
High .14 .00 .00 .12 .06 .11 .11 .00

Urry (1977) has suggested the following guidelines , developed through a
series of simulation studies ( U r r y ,  1971 , 1977) ,  to assure that an adaptive
testing item pool will improve the quality of ability measurement :

1. The a parameters of the items in the pool should exceed .80.
2. The b parameters of the items should be widely and evenly distributed

from —2 .00 to +2.00.
3. The c parameters  of the items should be less than .30.
4. There should be at least 100 items in the pool .

As the data in Table A show , less than 12% of the items fell below .80
for the a parameter. Table 7 shows that the average estimate of the a
parameter was above 1.00 fo r  all con ten t  areas and 1.20 across all items in
the pool. Thus , the vast m a j o r i t y  of the  i tems in t h i s  achievement test  pool
meet Urry ’s minimum criterion of a .80.

The b paramete r  es t imates  in t h i s  pool show the  wide range suggested in
the guide l ines , except  for  a sl ight deficiency of easy items. With the
exception of content area 3 and , to some extent , content area 6, the mean
values of b were near  zero ; and the s t anda rd  dev ia t ions  were over 1.0.
For the total pool mean b was .10 , and the  range of b’ s was —1.88 to 3.21.

The -
~ parameter estimates averaged .29, narr owly mee t ing Urry ’s guide-

l ines ; the parameters of 140 items failed to meet the .30 cutoff. This
fa i lure was probably caused in part by the inherent instability of the

-
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parameter es timates , in part by the use of four alternative multiple—choice
items (in which a correc t response could be achieved by random guessing with
p= .25) , and in part by the requirement that a student omit five items from
each test. The total parameterized item pool consisted of 309 items drawn
from an ini tial pool of 394 unique items.

Midguarter subpools. The total item pool described above was used for
the creation of two smaller pools. One pool (MQ1) included all of the items
from the first three content areas covered in the course; the other pool
(MQ2) included all items from the fourth and fifth content areas covered.
These two subpools were also evaluated using Urry ’s criteria for adaptive
testing item pools.

Table 8
Distribution of a and a Parame ters for  Se1ec t~ d Ran ges of

the h Parameter for Items in Each of Two Midguarter Sub— Pools

Range of ~ - 
No. of Range _~~~~~~~~~~~~~~~ _

Pool Low High Items Mean S.!) .  Low High Mean S.D. Low High
MQ1

—1.77 —1.50 8 1.20 .61 .79 2.67 .31 .13 .17 .56
—1.49 —1.00 15 1.15 .41 .77 2.40 .27 .11 .14 .51

— .9 9 — .50 15 1 . 2 3  .29  .80 1.81 .24 .08 .16 .41
— .49 .00 15 1.32 .56 .65 2.31 .25 .08 .12 .39
.01 .50 20 1.09 .29 .66 1.66 .27 .09 .13 .54
.51 1.00 14 1.14 .30 .71 1.72 .33 .09 .12 .45

1.01 1.5 0 9 1.76 1.18 .89 4 .68  .3 5 .17 .00 .60
1.51 2.00 6 1.32 1 .10 .68 3.84 .25 .14 .00 .38
2.01 3.02 12 1.28 .70 .67 2.77 .35 .09 .17 .52

Total —1.77 3.02 114 1.24 .59 .65 4.68 .28 .11 .06 .60

MQ2
—1.80 —1.50 8 1.21 .31 .81 1.58 .33 .15 .21 .65
—1.49 —1.00 13 1.17 .26 .79 1.53 .26 .16 .14 .64

— .9 9 — .50 22 1.21 .27 .82 1.79 .27 .13 .13 .60
— .49 .00 20 .95 .27 .63 1.53 .31 .12 .12 .53
.01 .50 13 1.15 .23 .78 1.57 .33 .11 .12 .56
.51 1.00 19 1.18 .33  .65 1.90 .31 .08 .19 .47

1.01 1.50 13 1.04 .31 .68 1.69 .37 .08 .24 .48
1.51 2.00 6 1.72 1.21 .89 3.88 .31 .16 .06 .53
2.01 2 .50 5 1.71 1.16 .81 3.36 .37 .11 .24 .52
2.51 3.21 4 1.66 .54 .95 2.11 .52 .13 .39 .65

Total —1.80 3.21 123 1.19 .47 .63 3.88 .32 .13 .06 .65

Table 8 shows the distributions of the three ICC parameters for the two
testing pools. As the “Total” lines in Table 8 show, discrimination para-
meters (a) for the two pools varied from .65 to 4.68 for MQ1 (114 items)
and from .63 to 3.88 for MQ2 (123 items) with means of a=l.24 and 1.19,

• respectively. In the MQ1 pool 13% of the items had a values less than .80;
in the MQ2 pool only 11% were below this value. The b parameters were centered
around 0.0 for each pool (b= .18 and .16) and ranged from —1.77 to 3.02 for MQ1• and —1.80 to 3.21 for MQ2. Mean c parameters were .28 and .32 , respec t ively.
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Table 8 shows that , in accordance w ith Urry ’s recommendations , these
pools had d i f f i c u l t i e s  which were generally rec tangular ly  d i s t r i bu t ed , at
least in the range of b=—l.50 to +1 . 50. There was a lack of easy Items in
both pools (b<l.50), and the MQ2 pool had relatively fewer difficult items
(b>l.50) than did the MQ1 pooi.  Table 8 also reveals a tendency for the
higher d i f f i c u l t y  items to also have higher d iscr iminat ions .  A posi t ive
corre la t ion between item d i f f i c u l t i e s  and discr iminat ions  was also reported
in the context of ab i l i t y  measurement by McBride & Weiss (1974) and Lord

• (1975). There was no general tendency in these data for the c parameters
to covary with difficulty level , with the exception that highest average
values of c tended to occur for the most difficult items.

Similar to the total item pool , however , these subpools generally
met Urry ’s recommendations for adaptive testing item pools. Each pool
included more than 100 items , most items had d iscr iminat ion  values grea ter
than .80, item difficulties were reasonably rectangularly distributed and
wide—ranging , and typ ical c values were not unreasonably high.

Cone lus ions

It is apparent from these data that a three—parameter ICC model is
app licable to college classroom achievemen t test items . Almost 80%
of the items in the initial pool obtained parameter estimates in usable
ranges. The r e su l t ing  ca l ibra ted  pool of items , as well  as two subpools ,
met general recommendations for the construction of adaptive testing item
pools in the ability testing domain . The subpools deviated somewhat from
these cr iteria in terms of a lack of very easy and very difficult items ,
as well as in c parameters wh i ch were sli ghtly higher than desirable.
Whether these high c parameters are a result of unstable estimates , unique
characteristics of the achievement testing pool , or the testing instructions
is unknown. Further research in other achievement testing contexts will
be necessary to answer this question .

imensiona~ity of th~ I~~ r~ PcoZ

Traditionally, the hypothesis that a single factor accounts for per-
formance on a set of test items has been investigated by examining the
dimensionality of the matrix of inter—item tetrachoric correlations by
f a c t o r  a n a l y t i c  methods  ( e . g . ,  Indow & Samejima , 1966; McBride & Weiss , 1974;
Prestwood & Weiss , 1977) .  However , f a c t o r  anal yses of such mat r ices  w i l l ,
on occasion , result in more than one factor when only one dimension is present
in the data.

Bock and Lieberinan (1970), for exam p le , fitted a two—parameter normal
ogive model to a un id imens iona l  set of f i v e  tes t  i tems.  The f i t  of the  model
(a nd , therefore , unidimension ality) was t e s t e d  h compar in g  the  observed and
pred icted response frequency of every possible response vector. By this
tes t  the unidimensional  model was found  to f i t  very  we l l .  However , f a c t o r

• analysis of the inter—item tetrachoric correlation matrix rejected the
hypothes i s  of a s ingle f a c t o r .

~

—- • —
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Apparently, in the Bock and Lieberman data unidimensionality was not
evident in the fac tor analysis because of problems introduced by computation
of the tetrachoric correlation coefficient. Thus, in computing such a
matrix , irregularities may be introduced which prevent uniditnensionality from
emerging, even if it is present in the data. In the present study, there—
fore ,the fac tor analys is was supp lemented by additional analyses to fur ther
examine the unidimensionality of the data.

Factor Analysis

Method. The fa ctor analytic approach was used with two of the tes ts
available: the first midquarter administered in winter (Wl) and the second
midquarter administered in spring (S2). The first step of the analysis was
to compute a 55x55 matrix of in ter—item correlations. The tetrachoric rout ine
in the Statistical Package for the Social Sciences (SPSS; Nie , Hull , Jenkins ,
Steinbrenner , & Bent , 1970) was used. Since students were instructed to
answer only 50 of the 55 questions , there was considerable non—systematic
missing data. The program was instructed to compute a correlation between
any two test items , excluding cases for which the responses to one or both
items were missing (i.e., “pairwise deletion”). Since items were probably
omitted on a non—random basis, an unknown amount of bias may have been
introduced as a result  of this procedure .

The resu l t ing  correlation matrices were f ac to r  analyzed by the principal
axis method. The initial communality estimate for each item was chosen
to be the largest off—diagonal correlation . These estimates were then iter-
ated (with a limit of 25 iterations) until the difference between communality
estimates on two successive iterations was negligible. The correlation
matrices  fo r  the two tests  with i terated communalities are shown in
Appendix Table B.

Following the procedures suggested by Horn (1965) and used by McBr ide and
Weiss (1974) and Prestwood and Weiss (1977) to determine the number of
fac tors in the real data matrix , a matrix of random data for 55 variables and
1,000 hypothetical testees was generated . These random data were inter—
correla ted and fac tor analyzed employ ing the same procedures as for the
two real da ta matrices . The eigenvalues fr om the random data were used to
compare wi th those of the real data in order to determine the number of
fac tors in the real data.

Predictions about the factor structure to be obtained if the data are
unidimens ional can be made in a manner parallel to that used by McBr ide and
Weiss (1974). In this Instance , the predictions to be made are as follows :

1. The first factor extracted from each o . the real data sets should
be a general unipolar factor; the random data set should not exhibit
this factor.

2. All f ac to r s  , other than the first factor , fr om each of the real da ta
se ts should be of approximately equal magnitude and should be
bipolar (that Is, they should have as many negative loadings as
posit ive loadings).

3. All factors extracted from the real data , except for the first factors ,
should be indistinguishable from the factors extracted from the
random da ta .

~~iL- ~~~~~~~~~~~
——- - --
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ReauZts. Figure 1 shows the factor contribution (eigenvalue) plots
for the two sets of real data and the random data. From this figure it
can be seen that both real data sets included a relatively strong first
fac tor and that all of the remaining fac tors had low fac tor contribut ions
restricted to a narrow range. It is also clear that the random data set lack-
ed the strong first factor evident in the real data. Finally, all of the
factors extrac ted from the real data , with the exception of the first factor ,
had factor contributions that were very similar in magnitude to the factor
contributions of the factors extracted from the random data. The factor
contribution data show that in the Wi data there was clearly one factor; in
the W2 data there was a very strong first factor and a suggestion of two or
three very weak secondary factors.

Figure 1
Eigenvalues for Wi data, S2 Data and Comparable Random Data
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The first factor extracted from the Wl data accounted for 23.3~ of the
total variance in the 5~ items with a factor contribution of 12.8; the first
factor from the S2 data accounted for 24.4~ of the total variance with a
factor contribution of 13.4. No other fact” ~~~racted from either the real
data or the random data accounted for more than 4.5% of the total variance
of the test items .
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Table 9 reports the factor loadings from each of the three data sets
for the first four factors extracted from each matrix . The first factor
obtained from each of the two real data sets had a large number of loadings
which were higher than those in the random data; all these high loadings
were unipolar. The first factor obtained from the random data was weak
and bipolar. The second , third , and fourth factors obtained from all data
sets were weak bipolar factors. Although the second factor from Wi had
a fac tor  contribution (1.96) indistinguishable from the corresponding factor
(1.98) of the random data , it had two loadings which were higher in absolute
value than those of the random data. Factor 2 from S2 , which had a fac tor
contribution (2.49) slightly higher than that of the random data (1.98),
had three loadings greater than the highest in the random data. For
factors 3 and 4 the factor contributions for the Wi data (1.81 and 1.75,
respectively) were lower than for those of the random data (1.90 and 1.83);
for the S2 data the corresponding fac tor contributions we re higher (2.24
and 2.22). None of the loadings of the Wl factors 3 and 4 exceeded the high-
es t loading in the random data , while two of the S2 loadings on fac tor 3
and one loading on factor 4 exceeded the corresponding random data loadings
in absolute value .

These results suggest that factors 2, 3, and 4 from S2 and Wi are similar
to factors of random data and , in all probability, represent trivial factors.
In general , then , these results tend to support the existence of a single
major factor in these achievement test data.

Egualit~j of ICC ’s Based on Content Areas and Total Test

Rationale. In addi t ion  to impl ying tha t  there is one fac tor  in the item
responses , the assumption of unidimensionality implies that ICC ’s will be
linearly related across samples of items from the same domain of content .
One way to examine this assumption is to compare the ICC ’s based on the total
set of 55 items within a given midquarter with the ICC ’s computed within
the content areas comprising that midquarter . If the total test measures a
single dimension, parameterization of items within content areas should
result in ICC parame ters which are highly correlated with those obtained
across all content areas. If this result is not found , it can be concluded
that the content area is measuring a dimension which is not predominant in
the total set of items and that the test items are not unidimensional.

A more stringent criterion for unidimensionality is that the item para-
meter estimates for items parameterized within a content area should be
numerically the same as th e par ame ter estimates ob tained fo r  those same
items when all the content areas are calibrated together. This is equivalent
to saying that the metric defined by items in a given content area is inter-
changeable with the metric defined by all the items . This criterion of
unid imens ional i ty  implies t h a t  1) the regression of the two sets of parameter
estimates should be linear; 2) the slope of the regression line should be
1.0 within sampling error; and 3) the intercept of the regression line
should be 0.0.

•~-fr”1-iod. Using Urry ’s ESTEM item calibration program , ICC item parameter
estimates were computed within each content area for each of the four mid—
quarter examinations. Item parameter estimates within content areas (shown
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Table 9
Unrotated Factor Loadings for the First Four Factors of

Wi Data , S2 Data and Comparable Random (Ran) Data

—- 
Factor 1 Factor 2 Factor 3 Factor 4

Item Wi S2 Ran Wi S2 Ran Wi S2 Ran Wi S2 Ran

1 .27 .46 — .06 .13 .10 .07 — .09 .09 .05 — .09 — .04 — .06
2 .43 .43 .39 .12 .05 .02 .13 .07 .10 .02 .06 .00
3 .48 .37 — .28 — .40 — .08 — .09 .05 .04 .28 — .03 — .06 — .10
4 .50 .48 — .02 — .01 .05 .16 — .17 — .07 .17 — .03 — .10 .00
5 .43 .53 .14 — .36 .12 .20 .09 .08 — .18 — .17 — .23 — .14
6 .26 .59 — .11 — .15 .08 .08 .16 — .12 .13 .04 — .11 — .12
7 .58 .06 .00 — .02 — .09 .11 .11 — .12 — .01 .00 — .08 — .20
8 .58 .53 — .09 .08 .13 — .05 — .12 — .06 .01 — .03 .14 — .14
9 .51 .55 .06 — .07 .09 .07 — .18 — .12 .26 .12 — .42 — .03
10 .63 .61 .04 .02 .08 .04 — .23 .03 .19 — .11 — .70 — .01
11 .55 — .04 .08 .02 — .1 3 .03 .00 — .37 .03 .07 — .25 — .05
12 .55 .50 .00 .05 .23 .00 .05 — .04 .08 .16 — .14 .00
13 .54 .53 .12 — .02 .27 .20 — .17 .09 .16 — .23 .07 .00
14 .48 .17 .12 — .48 .18 .06 — .31 — .19 .12 .03 .10 .10
15 .22 .45 .13 .14 .17 — .12 — .02 — .04 .06 .04 — .08 — .02
16 .28 .47 — .16 — .01 .25 .05 — .08 .09 .17 .03 .11 .07
17 .47 .55 .24 .09 .32 — .01 — .03 — .04 — .09 .09 .04 .06
18 .66 .66 .06 .10 .27 — .18 .07 .11 — .03 .05 — .02 — .06
19 .58 .59 — .02 .08 .25 — .27 — .09 — .12 — .09 — .11 .03 .08
20 .28 .50 — .03 .10 .21 .00 . 19 .04 .09 .16 .10 .17
21 .33 .51 — .15 — .03 .35 .09 — .13 — .21 — .02 .17 .07 .02
22 .41 .46 .04 .17 .27 .14 — .19 — .03 — .02 .10 .12 — .10
23 .41 .50 .06 .22 — .02 . 2 5  — .01 — .01 — .01 — .16 — .18 — .18
2~. . 3 7  .49 — .06 .12 — .14 .07 .06 .03 .05 — .08 .07 .06
25 .38 .40 — .03 — .13 .00 .17 .07 .00 .11 — .13 .24 — .10
26 .54 .49  — .1 3 — .2 6 — .04 .08 — . 17 — .08 .03 .29 .27  .02
2 7  . 59 . 15  — .30 — . 14 .08 .14 .20 .11 — .08 — .20 .07 .26
28 .59 .46 .00 .04 .14 — .13 .19 — .04 .24 .21 — .11 — .11
19 .34  .35 .27  .15 .07 — .15 .22  .13 — .01 .08 .22  .34
30 .49 .62 — .04 .02 .03 — .02 .10 — .08 — .06 — .23 .03 .02
3 1 .50 .64 .02 — .08 — .07 .09 — .28 — .20 .09 — .15 .16 .14
32 .65 .32 .2 1  .05 — .02 — .10 .03 — .07 — .02 .17 .13 .06
33 .38 .34 — .18 .13 .10 — .19 — .12 .14 .08 — .24 .25 .06
34 .64 .64 .04 — .05 — .12  .16 .10 .14 — .03 — .15 .14 .01
35 .44 .63 .15 .22  — .09 — .13 — .19 .13 .15 .10 .03 .21
36 .34 . 46 .15 .18 — .07 .11 — .08 .10 — .04 — .28 .18 .17
37 .66 . 4 7  — .07 — .07 — .30 — .20 .08 .12 .06 .02 .24  — .02
38 . 46 . 4 7  .07 — .09 .08 — .10 .11 .14 — .03 .03 — .09 .07
39 .28 .19 — .09 .07 — .04 — .38 — .08 .01 .02 .02 — .09 .04
40 .9 .6 5 . 1 2  — .06 — . 13  . 2 0  .44 — .04 — .01 — .12 .06 .04
41 .47  .55 .00 — .16 — .10 — .04 .02 .02 .19 — .05 — .10 .12
42 .30 .49 .04 .07 — .08 .11 .12 — .22 — .06 .07 — .16 .02

.49 . 56 — .03 — . 2 7  — .08 .08 .16 .08 — . 04 — .17 .14 — .30
4~. . 63  .56 — . 06 .16 — . 54 — .12  — .03 — .65 .42 .13 — .08 — . 2 7

. 57 .32 — .04 .07  . 13  . 1 2  .00 .19 — .26 .10 . 2 2  .04

.68 .37 .4 2 . 13  — .05 — .08 .00 — .28 — .03 .04 .16 — .06

.32 .36 — .0 7 — .03 — .08 — .06 .06 .07 .03 .08 .03 .28

. 27  . 18 .2 1  — . 17 — .02  — .0 1 — . 2 3  .03 — .10 .25  — .14 — .18

. 2 7  .32  . 1 3  .02 — .06 — .34 . 10 — .31 — .08 .22  — .18 — .29
50 .50 . 53 .35 .11 .06 — .04 — .11 — .14 .15 — .20 — .16 .00
51 .08 .5 5  . fl2 . 12 — .4 6 . 2 8  .04 — .48 . 23  — .02 — .16 .21
52 .40 .60 — .23 .20 — .36 .02 — .09 — .38 — .07 — .11 .00 — .05
53 .42 .59 — . 1 7  . 27  — .52 — . 14 .06 — .37 — .14 .06 .07 .11

.52 .4 8 — .08 — . 07 — .18 . 03 .18 — .02 — .36 .10 .11 — .06
55 .37 .47 .07 — .01 — .12 .1 3 .04 — .06 .03 .26 .17 .08

r t r
(: )n r r i h u l t i o n  12 . 86 13.  ~ ‘. 2 . 1 1  1 .96  2 .  .9 1.98 1. 81 2 . 2 4  1.90 1.75 2 . 2 2  1.83
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in Appendix Table C) were then correlated with those determined earlier
using all the items in each examination . Item parameter estimates for content
area ICC ’s and total test ICC ’s were correlated for the a and b parameters
separa tely and within each examination . The significance of linear and
polynomial trends was also tested in these data using program BMDO2V from
the Biomedical Computer Program Package (Dixon , 1975). In add ition , the
slope and intercept of the regression lines were determined and tested for
statistical significance. Because the c parameter was poorly estimated by
Urry ’s program with the numbers of testees and items available in this study,
these analyses were confined to the a and b parameters .

Results. Fifty—one items were rejected , using the criteria in Urry ’s
calibration program . Approximately half were excluded by the program in
both the total test calibration and the content area calibration . Only one
item was excluded in the content area calibration that was not excluded in
the total test calibration.

Table 10 shows the Pearson product—moment correlations of the a para-
meter estimates for the content areas and the total test. It also shows the
significance levels of the first through fourth degree polynomials in the
prediction of the a parameter estimates for items in each conten t area by
the total test a parameters. Correlations varied from .18 to .95. These
linear trends were statistically significant (p

~
.OS) in 7 of 10 instances.

As Table 10 and App end ix Tabl e D show , non—linear quadratic trends were
significant in only two instances; none of the cubic and quartic trends
were statistically significant . In test 51 there was no significant relation-
ship be tween the two se ts of parameters for content area 3; it was the only
content area which did not exhibit a significant trend in one of the two
quar te r s .

Table 10
Product—Moment  Cor re la t ions  and Level of S i g n i f ica n c e  f o r  Pol ynomial
Trends in the Prediction of Content Area a Parameter Estimates From

Total Test a Parameter Estimates for Four Tests
Content No. of Significance of Polynomial Trends

Test Area Items r Linear Quadratic Cubic Quartic
Wi 1 13 .69 p~ .O05 NS* NS NS

2 18 .77 .001 NS NS NS
3 10 .24 NS .05 NS NS

1 12 .43 NS .05 NS NS
2 14 .72 . 005 NS NS NS
3 9 .18 NS NS NS NS

W2 4 31 .93 .001 NS NS NS
5 11 .86 .001 NS NS NS

S2 30 .95 .001 NS NS NS
5 12 .74 .01 NS NS NS

* NS indicates that the polynomial was not statistically significant
at the .05 level. Significance was determined by the use of an
F — s t a t i s t i c . The sums of squares used for  c a l c u l a t i n g  the F—value
are shown in Append ix Table D.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Table 11 shows the correlations and tests of polynomial trends for the
b parameter . These correlations ranged from .86 to .99; all but two were
.94 or above. Table 11 and Appendix Table E show that the linear trends for
all 10 instances were significant at the p~ .00l level. None of the non—linear
trends were statistically significant.

Table Il
Product—Moment  Corre la t ions  and Level of Significance for Polynomial
Trends in the Prediction of Content Area b Parameter Estimates From

Total Test b Parameter Estimates for Four Tests

Content No. of Significance of Polynomial Trends
Test Area Items r Linear Quadratic Cubic Quartic

Wl 1 13 .99 .001 NS* NS MS
2 17 .94 .001 NS NS NS
3 10 .95 .001 NS MS NS

Sl 1 12 .98 .001 NS NS NS
2 14 .99 .001 NS NS NS
3 9 .91 .001 NS NS NS

W2 
4 31 .97 .001 NS NS NS
5 11 .98 .001 NS NS NS

S2 4 30 .99 .001 NS NS NS
5 12 .86 .001 NS NS NS

*NS indicates that the polynomial was not statistically significant
at the .05 level. Significance was determined by the use of an F—
statistic. The sums of squares used for calculating the F—value
are shown in Appendix Table E.

The data in Tables 10 and 11 show that the relationship between the
ICC item parameters computed within conten t areas and those computed when
the items were embedded within the total test were linear for the b para-
me ter and pr imar ily linear for the a parameter. The data from the spring
quarter tests tended not to fit the predictions as well as that from the
winter quarter tests , since there was no significant relationship in the
a parameter data for content area Sl. This is the same content area which
also had one of the lowest correlations in the h parameter data.

Strong inferences concerning the unidimensionality assumption can be
d rawn f rom an e x a m i n a t i o n  of the slope and intercept of the regressions of
the content area and total test ICC parameters. These data are shown in
Table 12. The resul ts for the slope of the ~ (discrimination) parameter were
in accordance with the prediction of slope of 1.0 in only one instance.
The intercept of the a parameter exceeded twice its standard error in only
three of the ten instances.

For the ~ parame ter , Table 12 shows that the slope of the regression
line deviated significan tl y from its predicted value in content area 3 fo r
WI and SI and content area 1 for W I; the remainder of the slopes did not 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Table 12
Slopes and Intercepts  and Their Standard Errors ( S .E . )  for  the
Bivariate Regression of Content Area Item Parameters and Total

Test Item Parameters

Tes t and
Slope Intercept

Content No. of 1 2
Area Items Slope S.E. Pred. Int. S.E. Pred .

a (discrimination) Parameter

Wi
1 13 .54 .17 N .43 .30 Y
2 15 .56 .11 N .14 .19 Y
3 8 .20 .22 N .67 .40 Y

Sl
1 12 .13 .09 N .83 .15 N
2 14 .77 .21 Y — .16 .36 Y
3 7 .15 .23 N .76 .47 Y

W2
4 29 .82 .07 N .12 .09 Y
5 19 .51 .10 N .31 .17 Y

S2
4 30 .37 .15 N .63 .19 N

iii~
i__iiiii__

indicates that the value of the slope was as predicted , i.e. , did not
differ from the predicted value of 1.0 by more than twice its s t anda rd
error; N otherwise.

indicates that the value of the intercept was as predicted , i.e., did
not differ from the predicted value of 0.0 by more than twice its stan-
dard error; N otherwise.

_ _ _ _
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differ from 1.0 by more than twice their standard errors. The intercepts H
for the b parameter deviated significantly from zero for content areas 2
and 3 in Wi and content area 2 in W2 . There were no deviations from the
predic ted  values for  ei ther slope or intercept of the b parameters for the
second examination (W2 or S2).

-~2o~ -~ 1usio ~~s

The factor analysis strongly supported the belief that only one real
factor was present in each of the two tests analyzed. Every other factor
fell at or near the level of the factors extracted by the same methods from
random data and had loadings which were largely similar to those in the
random data .

The analysis of the ICC parameters estimated in the context of the total
test and individual content areas also lent credence to the hypothesis of
unidimensionality. Although there were some deviations from predicted
relationships , content area estimates were primarily linear ly related to
total test parameter estimates. The regression slopes and intercepts
tended to follow the predicted patterns , particularly for the b parameter.
For the a parameter the slope of the regression did not generally follow
the predicted pattern , but the results were generally in accord with the
predictions for the intercept of the regressions.

Thus , even t h o u g h  there were some deviations from strict unid imen—
sionality, the two types of evidence indicate that the assumption of essential
unidimensionalitv is valid.

C ~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~ ~~~~~ ~~~~~~~~~~~~~~~~~~~

Accord ing t ’  Lord and Nov ick (1968 , p. 380), ICC item parameter estimates

determined in t ’~() subgroups are invariant if :

1. ~~~~ regression of the ‘ parameter estimates for two population sub-

groups is linear with a slope equal to o1
(’~)/cY 2 (O), where oi(e) and

~2
30) are the standard deviations of B in the two population sub-

groups , and the intercept is equal to the difference in the mean ability

hvel between the two groups
2. the regression for the parameter estimates is also linear and has

a zero intercept , and the slope i s  equal to

Similar predictions could he made for the parameter. However , similar to

the previous rn ~1 ’~~~s, these analyses of samp ling invariance were confined to

the l r i ~ict .-rs mid were not appi led to the ~~~~~ r irn et or.

In the two quarters used for itirn calibration , /. E-i item s were administered
to two diff e rent groups of students . Since these items were administered to
d i f f e r en t  i~r ’t ps in t h e  co o t  ex t  of  different tests , a comparison of the para—
rioters obtained from the two calibr ations of these items will serve as a strong

-— - -~~~—~~~~~~~~~~ -~~~ --~~~~~~~~~~~~~~~~
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test of the invariance of the item parameters. If invariance is observed ,
it can be interpreted as add itional evidence for the applicability of ICC
theory in an achievement measurement setting .

Of the 46 items which had been administered to two groups of students ,
25 items were used by the samp ling invariance analysis. Items were included
in the analysis if they had been administered at the same point in the course
during bo th quarters (e.g., items administered at Wi and Si or WF and SF
were used , whereas an item administered at Wl and SF was not used).

For each item administered , item parameter estimates were obtained in each

of the samples within the context of the calibration of the total set of
items . Parameter estimates obtained from the second administrations were
regressed on those obtained from the first administration ; these regressions
were tested for polynomial trends. In addition , the slopes and intercep ts C

of the regression equations were compared with predicted values.

Table 13
Parameter Estimates for Items Used
in Study of Sampling Invariance

First Administration Second Administration
Item Parameter Parameter

Number Test a b Test a b

3002 WF .82 .13 SF .87 .12
3034 Wl 1.01 .37 Si .85 — .29
3038 Wl 1.58 — .56 Si 1.20 —1 .06
3201 Wl 1.07 —1.34 Sl .85 — 1 . 7 4
3206 Wl .74  1.51 Si .75 1.57
3216 Wl 1.27 — .62 Sl 1.17 — .60
3218 Wl .82 .58 Si .80 .34
3229 Wl 51
3237 WF 1.54 — .37 SF 1.58 — .11
3241 Wi 1.12 2.48 Si .91 2.09
3243 Wi Sl
3414 Wi .88 2 . 2 9  51 1.40 1.96
3612 WF SF 1.12 .75
3651 W2 .81 2.27 S2 .95 2.31 

C

3812 W2 .74 — .66 S2 .82 — .63
3909 W2 1.34 .77 S2 .90 1.12
4005 WF SF 1.28 2 .76
4006 WF .84 — .59 SF 1.05 — .19
4025 WF SF
4026 WF SF
4036 WF 1.24 — .61 SF .95 —1.30
4044 WF .80 — .12 SF .80 — .60
4203 WF SF
4229 W F 1.36 — .45 SF 1.64 — .92
4238 WF .83 1.54 SF .83 1 .67

~ote . Blank item parameters indicate that the item
was rejected by the parameterization program . 
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Results

The items used in this phase of the anal ysis  and t he i r  parameter
est imates are shown in Table 13; these items had a f a i r l y  representa t ive
range of a and b values and included items from each content area. Of the
25 items available , seven were rejected by Urry ’s exclusionary criteria in
one of the two groups. Five of these items were rejected at both calibrations.

Figure 2 shows a plot of the a parameter  est imates obtained for  the 18
items for which parameter estimates were available both quarters; results of
the l inear i ty  test are in Table 14. As Figure 2 shows , the slope of the
linear regression line was .61 with a standard error of .19. The predicted
value of the slope of the linear regression was .97 , based on the ratio of
the standard deviations of the to t a l  tes t  B est imates obtained in the  win ter
and spr ing  q u a r t e r  da ta .  Thus , the  slope did not deviate from its predicted
value by more than twice its standard error. The intercept of the regression
line was .38 with a standard error of .21; it , too , did not deviate from its
predic ted value (0.0) by more than twice i ts s tandard e r ror .

Figure 2
Plot of a Parameters of Items Calibrated Twice
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The data shown in Table 14 indicate that  the regression of the two sets
of parameter estimates was linear. The Pearson product—moment  r of .63 was
statistically significant at p< .OOS ; none of the curvilinear trends was
statistically significant.

Table 14
Product—Moment Correlations and Level of Significance of the Con-
tribution of Each Term of a Fourth Degree Polynomial Expression to
the Prediction of the a and b Parameter Estimates Obtained During
Spring Quarter Testing from Those Obtained During Winter Quarter

Tes ting
Signif icance of Pol ynomial

Parameter r Linear Quadratic Cubic Quartic

a .63 .005 NS* NS NS
b .96 .001 NS NS NS

*NS signifies that significance level of p .O5 was not a t ta ined.

Figure 3 shows the bivariate plot of the  b parame ter es timates for the
data from the two quarters. The linear regression line fitted to these points
had a slope of 1.02 with a standard error of .07. Thus , it did not d i f f e r
from its predicted value of .97 by more than twice its standard error . The

Figure 3
Plot ~f b Parameters of Items Calibrated Twice
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mean d i f f e r e n c e s  in 0 estimates o b t a i n e d  f rom the  w i n t e r  and sp r ing  groups
was — .09 . The i n t e r c e p t  of t he  r eg res s ion  in Figure  3 was — .18 w i t h  a s tandard
e r r o r  of .08 . Thus , t he  observed slope f o r  t he  .~ paramete rs  did not d i f f e r
from the predicted slope b y more  than twice its standard error.

As shown in Table 16 , the linear correlation between the ~wo sets of
paramete r  e s t i m a t e s  was .96 , w h i c h  was h i g h l y  s i g n i f i c a n t ;  none  of the
non—linear t r end ’~ was s t a t i s t i c a l ly  s i g n i f i c a n t .

These results strongly support the invariance characteristics of the
and ICC parameters across subgroups from the same population . Results

for both parameters showed l inear relationships between the parameter
estimates derived in two samples of persons , when the items were in the
context of different subsets of items in each sample. In addition , the
results from the linear regression met the strong criteria of sampling in-
variance predicted by the ICC model. These results strongl y support the
app lication of the ICC and ~‘ parameter estimates in an achievement testing
context.

Answers can now he given to  the questions which guided this research:

1 ~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~ 7 ”  C - a 7 .~ ~~~~~~~~~ • o - ’~~’~~e

7° ~~~~~~ ~~ ‘7 .~ 1~~~~ ° J~~~~/”~~ ~~~~

Of the 394 uni que items , 309 surv ived ICC calibration procedures to
form a total pool of wide—ranging difficulty with moderate to high
discriminations. Except for the high values of the parameter ,
t h i s  pool met and exceeded reasonable standards set for an item pool
for use in adaptive testing. The two midquarter examination suhpools
also were suitable for adaptive testing. The two poois contained
114 and 123 items with mean - — va lues of 1.24 and 1.19. respectively.
Difficult y (~~) parameter v a l ue s  were relative ly rectangularl y dis-
tributed in the range of — 1.75 to abou t +1.75; items were a lso
availabl e with .~ values as h i g h  as 3 . 2 1 .  However , t h e r e  was a lack
of items in the very low difficult y range.

2. .~~~ ‘- - . - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~
- - -~ r ;7 ~. ; ~ - ‘ i ’ 7 0

Both t h e  factor anal yt ic study and the study of item parameter
est  m ates for content areas and the total test support the u n i —
2 1~ii Il5 i anal itv a s su m o t  ion . There was some m d  icat ion t h a t  d e vi at  ions
f rom unid imensional i t y  e x i s t e d  in t h ~ d a t a , hut t hey  appeared to he
m i no r  compared  to t he  mu~~or fact or in the data.

_ 3. ,
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of the es timates and predic ted values of the regress ion slopes and
intercepts. These results are particularly meaningful , cons idering

• that the items studied appeared in the two tests in the context of
other Items which were not generally the same in both groups of
students.

The primary results of these studies indicate that ICC theory can be
applied to a classroom achievement test item pool. This is an extension of
the app lication of ICC theory,  which has been primarily l imited to abi l i ty
testing until now. If these results replicate in other areas of the achieve-
ment testing domain, it will be possible to link ICC theory with computerized
adaptive test administration . This combination will yield a more thorough
and e f f i c i en t  system for  measuring achievement and fo r  evaluating the
effect iveness of t raining programs .
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Table D
Sum of Squares and Degrees of Freedom Accounted for by Each of the First Four Terms in the

Pol ynomial Expression Used to Predict Content—Based t Parameter Estimates f rom Total

Test — Based ~ 
Parameter Estimates I r h C n t e n t  Area Inc luded in Each of Four Tests

_______ 
Content Area 

____________________

____  
2 — 

3 4 5
Test Source of Variation - 

df SS df SS dl SS dl SS dl SS
Wi

L inear Term 1 .83 1 3.80 1 .61
Q u a d r a t i c  Term 1 .02 1 3.02 1 2.91
Cubic Term 1 .32 1 .08 1 .02
Quart ic Term 1 .14 1 .23 1 1.29
Deviation from Linear i ty 8 .43 13 1.03 5 6. 17
Total 12 1.75 17 6.18 9 11.03

W2
Li near Term 1 5 . 8 7  1 3.01
Quadratic Term 1 .02 1 .03
Cubic Term 1 .00 1 .09
Quart ic Term 1 .00 1 .13 7

D e v i a t i o n  from L inear i ty  25 .86 6 .79
Total 29 6.67 10 4.05

Si
Linea r Term 1 .72 1 1.64  1 .11
Quadratic T.5 rm 1 1.01 1 .18 1 .01
Cubic Term 1 .03 1 .12 1 . 3 7
Quart ic  Term 1 .20  1 .00 1 .01
Dev ia t ion  f rom L inear i t y  7 1.92 9 1.20 4 3.30
Total  11 3 . 99 13 3 . 1 4  8 3 . 3 9

S2
Lin ear Term 1 6 . 7 6  1 1.68
Quadratic Term 1 .01 1 .13
C u b i c  Term I .01 1 . 1 2
Quartic Term 1 .02 1 .7 1
Deviation from l inearit y 25 .65 7 .41
Total 29 7.44 11 3.03

T a b le  F
Sum of Squa re s  and Ds - l l r , -,- s of Freedom A”ounted for by Each of the First Four Terms in the

P o l y n o m i a l  E x p r e s s i on  U sed  to  P r e d i c t  C o n t e n t — B a s e d  b P a r a m e t e r  E s t i m a te s  f r om  T o ta l
T e s t — B a s e d  b P ar a m e t er  E n t i m a t e s  f o r  Each C o n t e n t  Area  I n c lu d e d  in Each of Four_Tests

C o n t e n t  Area  _______

2 3 4 5
T , i s t  S o u rs , -  of V , l r i , I t i , ’; df 577 dl SS dl SS df 573 dl SS

W I
l i n e a r  Term I 1 1 . 3 !  1 30. 43 1 16 .70
Quadra ti ,’ Term 1 . 132 1 .16 1 .77
Cubic Term 1 .0! 1 .84 1 .01
Quartic I ’ m  1 .00 1 .16 1 .04
Devia tion from I i,, ’ :Irit v 8 .10 13 2.94 5 .95
Total 12 1 1 . 37 17 (4.51 9 18.47 - ‘

Linear F,’rin 1 41.96 1 12.36
(‘l,,adr,lt Ic Term 1 .18 1 .02
C u b i c  Term 1 .58 1 .00
‘ u a r t i c  1, - ri, 1 .01 1 .02
D e v i a t i o n  f r , ’n  I , i n e a r i l v  23 2 . 3 4  6 .39
To t a l  29 4 5 . 1 2  10 12 .8 1)

Si
l i n e a r  Term 1 16 . 69 1 3 1 . 7 4  1 1 3 . 25
I h,.’Idr .’i t ic 1,-rn 1 . 139 1 .08 1 .19
C,ib i, I r i s  .11’, 1 .07 I . 2 2
‘) p , a r t Ic ‘t erm 1 .00 1 .03 1 .10
D, ’vi at i o n  f mo m I. i l l ’s r i t  V 7 ~3111 9 - S’ 4 7.22
T o t a l  11 17 . 43 I I  3 2 . 6 8  8 15.98

S2
r Term 1 29 .69 l 4 , 7 4

‘S, o lr i t  i ,  p - r n  1 .01 1 .10
Cu b ic  errs  1 .00 1 .10
l ’ , , , , r I t c  7 , -rn 1 . 01 1 .04
D e v , , , r  ion I r , ,r i  I , i n , ’ar l t v  25 .61 7 1.44
1 , 1 , 1  24  30.32 11 6 .41
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